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Abstract

The subject of this talk is a Grid management service called HLA-
Speaking Service that interfaces actual High Level Architecture (HLA)
[1] application with the Grid HLA Management System (G-HLAM)
[2]. The design of the architecture of G-HLAM is based on the OGSA
concept that allows for modularity and compatibility with Grid Services
already being developed. The group of main G-HLAM services consists
of a Broker Service which coordinates management of the simulation,
a Performance Decision Service which decides when the performance
of any of the federates is not satisfactory and therefore migration is
required, and a Registry Service which stores information about the
location of local services.

On each Grid site supporting HLA there are local services for perform-
ing migration commands on behalf of the Broker Service as well as for
monitoring of federates and benchmarking. The HLA-Speaking Service
is one of the local services interfacing federates running on its site to the
G-HLAM system. HLA Speaking Service is responsible for execution of
an application code on the site it resides and manages multiple federate
processes. The version for single federate process was described in [3].
We present the functionality of the H LA-Seaking Service with an exam-
ple of N-body simulation of dense stellar system. Such simulations re-
main a great challenge in astrophysics and there is a need for a computer
infrastructure that will significantly improve their performance. We be-
lieve that the Grid is a promising environment for such requirements,
since it offers the possibility of accessing computational resources that
have heretofore been inaccessible.
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