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Abstract. The Grid paradigm for distributed computation provides an
interesting framework for the medical applications. We apply the High
Level Architecture (HLA) model to the vascular reconstruction appli-
cation, using distributed federations on the Grid for the communication
among simulation and visualization components. HLA provides advanced
features that allow to build collaborative environment where surgeons
can exchange their knowledge and plan their operations. To achieve ef-
ficient execution of the Grid, we introduce a Grid HLA Management
System (G-HLAM) that manages HLA-based simulations running on
the Grid. This is done by introducing migration mechanisms for such
applications.
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1 Introduction

Distributed simulations often require extensive computing resources. The Grid
[4,5] is a promising means of solving this problem as it offers the possibility to
use resources which are not centrally controlled and are under different adminis-
trative policies. Simulations built with an implementation of the High Level Ar-
chitecture (HLA) system [6] allow for merging geographically-distributed parts
(called federates) of simulations (called federations) into a coherent entity. The
High Level Architecture is explicitly designed as support for interactive dis-
tributed simulations, it provides various services required for that specific pur-
pose, such as time management, useful for time-driven or event-driven interactive
simulations. It also takes care of data distribution management and enables all
application components to see the entire application data space in an efficient
way. On the other hand, the HLA standard does not provide automatic setup of
HLA distributed applications and there is no mechanism for migrating federates
according to the dynamic changes of host loads or failures, which is essential for
Grid applications. Therefore, there is a need for a system that would manage
HLA-based simulations on the Grid. The Grid Services concept provides a good



starting point for building the Grid HLA Management System (G-HLAM) for
that purpose, as described in [10]. In this paper we show how the distributed
vascular reconstruction simulation can benefit from the Grid by using G-HLAM.
Such simulations remain a great challenge in medicine [12] and there is a need for
a computer infrastructure that will significantly improve their performance. We
believe that the Grid is a promising environment for such requirements, since it
offers the possibility of accessing computational resources that have heretofore
been inaccessible.

The paper is organized as follows: in Section 2 we present background of the
addressed problem, in Section 3 we describe architecture and functionality of
vascular reconstruction application, in Section 4 we describe benefits of using
HLA for our purposes, in Section 5 we present G-HLAM system and describe
how to use it in the application. In Section 6 experimental results are presented.
We conclude in Section 7.

2 Background

Computer simulations in medicine are very important aid, especially in surgery
[15]. This is because planning vascular operation is difficult task — the physician
has to locate affected vessels, analyse them and then predict effect of the opera-
tion itself. Therefore, a verification of surgeon’s decisions before the operation is
very useful and allows for better patients’ treatment [12]. These kind of simula-
tions are very complex, require high performance execution and near real time
interaction with its results during runtime [8].

Vascular disorders such as stenosis (narrowing of the artery by the accumu-
lation of fat and cholesterol) and aneurysms (weakness of artery’s wall which
causes its ballooning) seriously influence the blood flow and can cause serious
diseases [9]. Therefore, it is important to improve the flow quality in the affected
vessels. Vascular reconstruction is a surgical procedure which redirects the blood
flow from the affected place using a grafted bridge called a bypass.

Planning such operations requires that surgeon analyse the structure of artery,
localize affected areas together with the optimal place to insert a bypass. Using
computer simulations surgeons decisions can be verified before the actual op-
eration takes place [7]. In this Section we present virtual reality based medical
application [1] developed at Section Computational Science University of Ams-
terdam. We describe application modules and we outline three scenarios of its
execution: a scenario when a single user runs only one simulation, extension for
many simulations and finally, the collaborative environment.

3 Vascular reconstruction application

The input data for the application are obtained from various medical imaging
techniques like X-ray angiography, computer tomography (CT) or MRI (mag-
netic resonance imaging). After getting digital images of patient vessels, the data
is processed by four modules of the application as described below.



Analysis and segmentation module The goal of the segmentation process
is to automatically find the lumen border between the blood and non-blood in
input images [1]. Firstly, a wave front propagator algorithm is used to find an
approximation of the centerline of the vessel. Next, the data are divided into
a set of 2D slices orthogonal to the centerline. Then, in each slice a contour
delineating the lumen border is detected. Finally, the stack of 2D contours is
combined to 3D surface model, which is then passed to 3D editing tool.

3D editing tool This tool allows for editing stereoscopic images and exe-
cuting experimental visualisation studies on realistic arteliar geometries [3]. A
user can conduct measurements, pick up a position on the artery for creating a
bypass and modify its shape and size. The final stage is generation of computa-
tional mesh. The prepared arteliar geometry, including aneurysms, bifurcations,
bypasses and stents is converted into a coarse or fine (depending on the user)
computational mesh that is then passed to the simulation module. The module
is implemented using Visualisation Toolkit (Vtk) [13].

Simulation module Blood flow simulation is a parallel computational solver
[2] that computes pressure, velocities, and shear stresses. The simulator is based
on the Lattice-Boltzmann method (LBM) — a mesoscopic approach for simulat-
ing fluid flow based on the kinetic Boltzmann equation. The simulation produces
intermediate results and sends them to visualisation module. The module is writ-
ten is C and parallelised using MPL.

Visualisation and exploration module The visualization/exploration
module uses a Virtual Reality Explorer (VRE) [3] , where the patient’s data is
visualized as a 3D stereoscopic image together with the graphical interpretation
of the simulation results. The user can then manipulate the 3D images of arter-
ies, patient’s body and blood flow structures in virtual reality. VRE combines
natural input modes of context sensitive interaction by voice, hand gestures and
direct manipulation of virtual 3D objects. The interactive measurement compo-
nent of the VRE provides the possibility to measure quantitatively distances,
angles, diameters and some other parameters characterizing 3D objects in a vir-
tual world, where markers are building blocks of distance, angle, and linestrip
measurements. A desktop version of VRE which ports the basic functionality of
VRE to the normal desktops is implemented using Vtk [13].

Workflow between application modules The input data for the applica-
tion is got from X-ray angiography, computer tomography (CT) or MRI (mag-
netic resonance imaging). Then, a radiologist uses the module Analysis and
segmentation module (module A) for analising raw digital images of vessels
structures. At the first step, the information of affected vessels are segmented
to obtain a 3D geometrical description of the arteries of interest. Next, the seg-
mented artery is prepared for blood flow simulations in a 3D editing tool (module
B), allowing to define in- and outlets, to filter and crop part of the artery, to
add a by-pass, and to generate computational meshes as input to the blood flow
simulators. Then, using module C — dedicated fluid flow solver — the time de-
pendent blood flow in the artery is computed. The resulting flow, pressure and



shear stress fields are then shown to the user using a number of visualization
techniques in a Virtual Environment (VE) - module D.

Need for a Grid The application modules require different resources: seg-
mentation tool requires quick access to images’ database, flow simulation re-
quires computational power, editing and visualisation tools require specific VR
hardware. It is quite unlikely to find those resources at one geographical site.
Additionally, if more simulations need to be run concurrently, one site with
computational power may be not sufficient. The similar problem arise, when
many visualisations (users) located in different places want to observe the same
simulation. Therefore, the application modules usually have to be located in
geographically different places and the Grid concept that facilitates access to
computing resources may be a very promising approach here.

Collaborative environment for vascular reconstruction The collabo-
rative environment is needed when group of surgeons from different hospitals
want to discuss together interesting medical cases and exchange ideas about
planning difficult operation. In Fig. 1 we show the situation for two users, but
it can be easily extended for more. Each of users starts number of simulations
as in previous case and becomes their owner - that means he can fully control
them as in previous case. However, the user can also interact with not owned
simulations in two ways. Firstly, by requesting the output data of not owned
simulation — in this case, there is no problem with concurrent data access, since
still only one user can change the data. Secondly, by requesting to control not
owned simulation - the concurrent data access has to be controlled by commu-
nication bus. The user can: stop/pause the chosen simulation during runtime,
switch between different simulations owned by him (receiving output), switch
ownership of simulations (ability to stop/pause particular simulation), restart
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Fig. 1. Scenario with multiple user and multiple simulation



with different bypass and reanalyse raw data and remake segmentation.

4 HLA-based communication

HLA is very convenient solution for that connection of simulation modules with
visualisation modules as it allows for : building geographically distributed
system - as stated in Section 3, usually there is a need to place simulation in
different place then visualisation, especially if there are more than one as in the
Fig. 1, dynamic joining of simulation/visualisation to the application
— useful when a user A in the Fig. 1 needs to start simulations one by one,
or the user B joins lately and starts his own simulations, but wants to share
results with others, easy switching between background (indicated with dashed
arrows in the Fig. 1) and foreground (indicated with solid arrows) simulations -
useful, when the user decides to get output data from different simulation; using
HLA he can unsubscribe from data currently received and subscribe to data of
the new simulation, dynamic resigning of simulation/visualisation from
application — the user can quit the application or stop some of simulations
without disturbing others, notification - useful for notifying the simulation
about the user commands i.e. pause, cancellation, easy switching between
ownership - useful when a user that created a simulation wants to give its
control away to a different user, concurrency control — related to ownership
— assures that only one user can control the simulation at the time.

According to scenarios presented above and types of interaction within the
application, these HLA features are very useful and fill application requirement
to communication infrastructure between simulations and visualisations.

5 The Grid-based HLA Management System

5.1 Overview of the system

The Grid HLA Management System (G-HLAM) supports efficient execution
of HLA-based applications on top of the Open Grid Services Infrastructure as
presented in [14,10, 11].

The group of main G-HLAM services consists of: a Broker Service which co-
ordinates management of the simulation, a Performance Decision Service which
decides when the performance of any of the federates is not satisfactory and
therefore migration is required, and a Registry Service which stores information
about the location of local services. On each Grid site, supporting HLA, there are
local services for performing migration commands on behalf of the Broker Ser-
vice, as well as for monitoring federates and benchmarking. The HLA-Speaking
Service is one of the local services interfacing federates with the G-HLAM sys-
tem, using GRAM for submission of federates. A more detailed description of
the HLA-Speaking Service, together with the GridHLAController library, which
actually interfaces the application code with the system, can be found in [11].



5.2 Application within G-HLAM

For purposes of this case study, we have chosen two modules of described appli-
cation: simulation and visualisation/exploration. G-HLAM usage is depicted in
Fig. 2. As described above, and shown in the figure, the case study application
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Fig. 2. G-HLAM for the medical application

consists of two kinds of modules: an MPI Lattice Boltzman simulation module
and an integrated visualization—exploration module. For simplicity, in Fig.2 we
have presented an example with three simulations and two visualisations, but it
can be easily extended. Moreover, we outline details of simulation only on Grid
site A, however the same structure applies to site B and C, where simulation is
shown as a one box.

As can be seen, there are two kinds of HLA federations : one application
federation and N internal G-HLAM control federations, where N is a number
of Grid sites used by simulation modules.

Application federation. Communication between application components is
performed by HLA, so in the Fig.2 all simulations and visualisations are con-
nected to application federation. Simulations are connected to application fed-
eration only by their MPI root processes that are responsible for sending data



to visualisation. This federation is specific to the application and is designed by
its developer.

G-HLAM Control Federations. On each site, there is a HLA-Speaking Ser-
vice for controlling simulation by G-HLAM The service is an interface between
G-HLAM and application federates. It starts the application processes on its site
and sends them saving/restoring request from G-HLAM when there is a need
for migration. Each site has its own control federation for communicating with
the HLA-Speaking service residing on this site and all simulation processes join
respective control federations by GridHLAController library. The library is an
interface between user code and G-HLAM, it passes saving and restoring request
to the user code and assures that all user processes behave correctly, when one
of them is migrated.

6 Results

In this Section we present results from two experiments using G-HLAM for the
prototype vascular reconstruction application. The prototype consisted of two
types of modules communicating with HLA: simulation modules (MPI parallel
simulation) and visualization—receiver modules (responsible for receiving data
from simulation). As above, we use the last scenario of the application (collab-
orative environment) since other scenarios are just specific cases thereof. First,
we show how migration time scales along with the number of simulation and
visualization—receiver modules in the collaborative environment. Next, we show
how migration improves performance from the point of view of the user - i.e.
how sending output data from the simulation changes after migration if the par-
tial simulation results are actually watched by someone. The experiments were
performed on the DutchGrid DAS2 testbed infrastructure and at CYFRONET,
Krakow, as shown in Tab. 1.

Operating System |Red Hat Enterprise Linux Advanced Server, version 3
Network 10 Gbps (DAS2) + 155 Mbps (DAS2-Cyfronet)

Role Name CPU RAM
Migration source | DAS2 Nikhef |Pentium IIT 1 GHz 1GB
Migration destination| DAS2 Leiden |Pentium III 1 GHz 2 GB
other visualizations | DAS2 Delft |Pentium ITI 2GHz 2 GB
and simulations |DAS2 Utrecht|Pentium III 1 GHz 1 GB
DAS2 Vrije |Pentium III 1 GHz 2 GB
RTIexec Cyf Krakow | Xeon 2.4 GHz 1 GB

Table 1. Grid testbed infrastructure

In the first experiment we ran four simulations (each containing 12 MPI
processes)in our collaborative environment and the number of visualization—
receivers varied from 3 to 22. We assigned visualization-receivers for each simu-
lation in the most balanced way possible, so that each simulation had an equal



number of visualisation-receivers collecting its data (exact to the remainder of
dividing the number of visualizations and the number of simulations). We then
migrated one of the simulations.

In the second experiment one simulation was migrated. The number of visua-
lization—receivers was fixed and equal 25.

We observed that the type of module (simulation or visualization—receiver)
does not have any impact on migration time. This is because only one (master)
process of the parallel simulation participates in the application federation and
its role is equal to a single visualisation—receiver process. Therefore, we plot mi-
gration time as a function of all federates in the application federation regardless
of their type.

In our experiments, in each step, the simulation produces 52000 velocity
vectors of simulated blood flow in 3D space. For our experiments we used GT
v3.2 and HLA RTI 1.3v5. The results were obtained as an average from 10
measurements. The error bars indicate estimated standard deviation.
Migration Overhead From our results it can be seen that migration overhead
is linear with respect to the number of federates in the application federation
(modules in the collaborative environment) when using reliable transport in the
HLA RTI implementation. Basing on our other experiments performed with
migration of N-body simulation [11] we can say that this is probably because
the most time consuming operation is the rejoining application federation. The
federate has to open TCP connections to all other federates in the federation. In
our approximating linear function A = 2.7, 04 = 0.8 and B = 87.0, o = 13. To
check if the approximation is appropriate, we performed a x? test for 11 degrees
of freedom. For our data x? = 8.7, which is lower than the critical value 17.2 for
significance level 0.1.
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Fig. 3. Total migration time as a function Fig. 4. Impact of migration on simulation

of the number of modules in collaborative performance within collaborative environ-
environment federates ment

Impact of migration on performance of simulation within the collab-
orative environment In this experiment we show how migration can improve
the efficiency of simulation execution when its results are sent on-line to many



users. the bandwidth available for testing was broad (10Gbps), so communication
did not play an important role and calculations were the most time—consuming
part of the execution. In order to create conditions in which migration would be
useful, we increased the load of the Grid site where the simulation was executed
(cluster in Amsterdam) by submitting non-related, computationally—intensive
jobs. Next, we imitated a Resource Broker and migrated the simulation to an-
other site which was not overloaded (cluster in Leiden). The experiments were
performed at night in order to avoid interference with other users and repeated
10 times to check if they were reproducible. Fig. 4 shows the time as a function
of the number of interactive steps with a human in the loop (for the first 8 steps).
At each step, the simulation calculates data and sends it to the 25 visualization—
receivers modules using HLA. The dashed line shows the execution time of the
simulation steps in the case when the simulation was not migrated. In this sit-
uation it is better to spend some time on migration to another site, from where
the response time is shorter, as shown by the solid line in the figure. Fig. 4 shows
that the human can gain access time between steps 4 and 5, independently of
the time lost on migration (performed between steps 3 and 4).

7 Summary and Conclusions

This paper presented how collaborative environment for supporting planning
vascular reconstruction operations can benefit from both HLA standard and the
Grid environment. In the paper we have shown that HLA provides mechanisms to
build advanced collaborative environments. The most important features of HLA
include synchronisation mechanisms, data distribution management and own-
ership management. Also, HLA allows for building geographically distributed
simulation systems in a relatively easy way.

However, vascular reconstruction application needs also to take advantage
from the Grid and distributed resources provided by it. Therefore, we show how
G-HLAM system can be used to manage efficient execution of HLA-based appli-
cation on the Grid environment. This is done by migration of badly performing
parts of simulations to a better location in order to reduce computation and
communication time and effectively improving the overall performance.
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