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We propose an efficient parallelization strategy for a graph based lattice Boltzmann implemen-

tation and present performance results for a variety of complex geometries.

A special focus is the partitioning and memory/load balancing strategy for geometries with a

high solid fraction and/or complex topology such as porous media, fissured rocks and geometries

from medical applications. The topology of the lattice nodes representing the fluid fraction of

the computational domain is mapped on a graph. Graph decomposition is performed with both

the multilevel recursive-bisection and multilevel k-way schemes based on Kernighan-Lin and mod-

ified Fiduccia-Mattheyses partitioning algorithms. We use the METIS library [?, ?] as efficient

implementation of graph partitioning algorithms and study the scalability of our parallel lattice

Boltzmann solver when different graph partitioning methods are used.

Most HPC systems available today use microprocessors with several levels of cache to bridge the

gap between slow memory and the fast CPU. The performance of computational kernels therefore

significantly depends on the data layout and thus efficient cache utilization.

For parallel codes, the impact of loop structures and data layout on the communication patterns

between different processors (e.g. size and number of individual messages, necessity of temporary

copies, ability to overlap computation and communication) adds further complexity.

As extension of pervious work [?] which was focused on the single processor performance, pre-

liminary performance results and optimization strategies of the new parallel code will be presented

for a variety of platforms ranging from commodity-off-the-shelf PCs to specialized vector systems.
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